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Julia has been an 11 year journey so far...

1. 2009 An urge to solve the two language problem

2. 2012 Why we created Julia

3. 2013 Julia becomes the “Ju” in Jupyter

4. 2015 Julia co-creators found Julia Computing, Inc.

5. 2017 1M Julia downloads

5. 2018 Julia 1.0 released

6. 2019 10M Julia downloads. Wilkinson Prize. Sidney Fernbach Prize.

7. 2020 24M downloads. Julia 1.5 released. 

https://julialang.org/blog/2012/02/why-we-created-julia/
https://blog.jupyter.org/i-python-you-r-we-julia-baf064ca1fb6
https://venturebeat.com/2015/05/18/why-the-creators-of-the-julia-programming-language-just-launched-a-startup/
https://juliacomputing.com/blog/2017/02/03/newsletter.html
https://julialang.org/blog/2018/08/one-point-zero-zh_cn/
https://news.mit.edu/2018/julia-language-co-creators-win-james-wilkinson-prize-numerical-software-1226
https://www.computer.org/profiles/alan-edelman
https://julialang.org/blog/2020/08/julia-1.5-highlights/


Bridging computer science and computational science by combining domain knowledge with machine learning

Faster Drug Development More efficient batteries

Energy Efficient Buildings Climate modeling for improved agriculture

… And it is making real impact



JuliaCon India 2015



All numbers are cumulative

The Julia community has seen exponential growth
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Julia has entered the mainstream

Julia is rapidly moving up in language popularity rankings

● #19 on IEEE Spectrum
● #23 on Tiobe Index (from #47 to #23 in 2020)
● #24 on PYPL (PopularitY of Programming Language Index)

Community

● Users: roughly 1M
● Used at over 10,000 companies worldwide
● Used & taught at 1,500 universities 

○ MIT, Stanford, Berkeley, Cornell, ...



Over 1,500 universities are using and teaching Julia



Over 100 Julia GitHub organizations



Julia and its package ecosystem keep pushing performance

The Computer Language 
Benchmarks Game:
Julia is about as fast as C and Rust

Graph processing:
On par with C libraries

H2O DataFrames benchmark: 
Scales to large datasets

Fast CSV loading for data 
science tasks

K-means: 100x faster than 
scikit-learn 

https://benchmarksgame-team.pages.debian.net/benchmarksgame/
https://benchmarksgame-team.pages.debian.net/benchmarksgame/


A growing collection of Julia books



Writing a notebook is not just about writing the final 
document — Pluto empowers the experiments and 
discoveries that are essential to getting there.

Explore models and share results in a notebook that is:
• Reactive - when changing a function or variable, 

Pluto automatically updates all affected cells.
• Lightweight - Pluto is written in pure Julia and is 

easy to install.
• Simple - no hidden workspace state; friendly UI.

JuliaCon 2020 talk:
https://www.youtube.com/watch?v=IAF8DjrQSSk 

Pluto Notebooks

https://www.youtube.com/watch?v=IAF8DjrQSSk
https://www.youtube.com/watch?v=IAF8DjrQSSk


Models are really programs, and
ML problems are language problems

Idea:



Enormous Datasets

Automatic Differentiation
Novel Hardware

Deployment

Distributed Compute



Fashionable Modelling with Flux 
(arXiv:1811.01457)

https://arxiv.org/abs/1811.01457


Julia on GPUs: https://juliagpu.org
Supports NVIDIA GPUs. Early support for AMD and Intel GPUs.

Benchmarks compared to CUDA C

Noteworthy new capabilities

• Multi-GPU programming
• Support for CUDA 11 (and CUDA 10 also)
• CUDNN support
• Multi-tasking and multi-threading

Noteworthy applications

• 300x improvement in pharmaceutical workloads
• 1,000 GPU parallel deployment at CSCS (Switzerland)
• Clima Project – Oceananigans.jl
• Multi-physics simulations
• Reinforcement learning – AlphaZero.jl

https://juliagpu.org/


Machine Learning

Differentiable Programming

Generalized Physics-Informed Learning through Language-Wide Differentiable Programming.
AAAI Spring Symposium: MLPS 2020 

http://ceur-ws.org/Vol-2587/article_8.pdf
http://ceur-ws.org/Vol-2587/article_8.pdf


Zygote.jl - AD is a compiler problem

function foo(W, Y, x)
    Z = W * Y
    a = Z * x
    b = Y * x
    c = tanh.(b)
    r = a + c
    return r
end

function ∇foo(W, Y, x)
    Z = W * Y
    a = Z * x
    b = Y * x
    c, 𝒥thanh = ∇tanh.(b)
    a + c, function (Δr)
        Δc = Δr, Δa = Δr
        (Δtanh, Δb) = 𝒥thanh(Δc)
        (ΔY, Δx) = (Δb * x', Y' * Δb)
        (ΔZ = Δa * x', Δx += Z' * Δa)
        (ΔW = ΔZ * Y', ΔY = W * ΔZ')
        (nothing, ΔW, ΔY, Δx)
    end
end



Differentiable Programming is disrupting 
Scientific Modelling and Simulation

Pharmaceuticals, Engineering, Chemistry, Manufacturing, Batteries, Climate



A Programming Language can change the world!

Faster Drug Development More efficient batteries

Energy Efficient Buildings Climate modeling for improved agriculture




